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Abstract. We make multiple contributions in this research. Though classical game theory assumes that 
payoff matrices are given for the players involved in the game, we show how these can be learned 
automatically from a body of data. We further show new definitions of quasi-polynomially computable 
approximate equilibria and show how to efficiently and approximately compute them. We apply these 
methods to the behavior of real world terrorist groups. Continuing with our work on adversarial models, 
we study methods to disclose information publicly in order to shape the adversary’s actions to our 
advantage. We further develop methods to quantify and reduce lethality of networks.  Our work 
develops and further studies the use of game-theoretic frameworks to the study of security games, 
online games, as well as games involving diverse terrorist groups including Lashkar-e-Taiba and the 
Indian Mujahideen.  
 
 

I. Scientific Progress and Accomplishments 

During this project, we made important contributions in the following 5 broad areas. 

Data-Driven Learning of Utilities in Games. Given a body of data about the actions of one or 

more players in a given real-world scenario (e.g. terrorist attacks), can we learn the payoffs of 

different actions for a given player? In order to achieve this, we set the problem up as a 

combinatorial optimization problem in which constraints are generated under the assumption that 

the players prior actions (in the dataset) are based on what is best for them. The variables in the 

constraints correspond to payoffs for the players. We developed multiple ways of estimating the 

payoffs by looking at different types of solutions to the constraints and showed that our method 

to estimate payoffs performs well in predicting future actions by the actors, suggesting that the 

payoffs have been correctly learned. 

Reasoning with Multiple Payoff Measures. Human experts’ assessments of the values of utilities 

for different players in a game scenario can vary dramatically from one expert to another. In this 

work, we propose new notions of equilibria that build on Shapley’s notion of approximate 

equilibria and develop quasi polynomial time approximation schemes to compute these equilibria 

mailto:vs@cs.umd.edu


approximately, but efficiently.  We applied these equilibria to the case of a real-world 5 player 

game involving the terrorist group Lashkar-e-Taiba. 

Game Theoretic Adversarial Reasoning about Geospatial Phenomena. In past work we had 

developed the concept of geo-spatial abduction problems or GAPs and successfully used GAPs 

to predict locations of IED weapons caches in Baghdad and the locations of high value targets in 

Helmand and Kandahar provinces of Afghanistan. In this work, we were interested in the 

question: what if they adversary knew these IED cache (or HVT) location prediction methods 

and took evasive action. We developed a game theoretic model of the adversary’s behavior and 

developed actions that the defender could take in order to counteract such adversarial behavior. 

We tested the theory on 21 months of data with very strong positive results. 

Temporal Probabilistic Adversarial Reasoning. We developed the notion of Annotated Temporal 

Probabilistic (APT) logic to reason about adversaries such as terrorist groups. An APT-logic 

program consists of a set of rules of the form If condition C is true at time t, then player P will 

take action A at time (𝑡 + 𝛿) with a probability in the interval [L,U].  Using APT logic 

programs, we can express rules about how a condition in a terror group’s environment today will 

lead (potentially) to a future action carried out by the group. We applied this work to modeling 

the terrorist group Indian Mujahideen. 

Reasoning about Adversarial Terrorist Networks.  In order to destabilize a terrorist network, we 

must first be able to measure its lethality. We developed the first ever theoretical model of the 

lethality of a terrorist network and showed that this model can be used to accurately predict the 

number of attacks a particular network structure will carry out in the future. We then developed 

an algorithm to predict a probability distribution on who will replace a terrorist who is removed 

from a network (e.g. by a capture/kill operation) as well as a probability distribution over the 

space of network structures formed when a given set of terrorists are removed. Based on this we 

propose a novel algorithm to identify a set of k terrorists whose removal would minimize the 

operational efficiency of the network.  A prototype system called STONE was built to achieve 

this purpose. 

 

II. CONTRIBUTIONS 

II.A Automated Data-Driven Learning of Payoffs 

Virtually almost all work in game theory starts with a payoff matrix. In his pioneering study of 

conflict, Schelling [Schelling 1960] starts out with a payoff matrix for virtually every scenario. 

Unfortunately, getting a payoff matrix poses an enormous challenge in many real-world strategic 

games. In this paper, we answer the following question: Given a body of historical data about the 

interactions of multiple players, is there a way to learn a payoff matrix? In order to answer this 

question, we make certain assumptions: 



Time Discounting. We believe that players are more likely to be influenced by “recent” history as 

opposed to events from a distant past. In order to model this, we developed a notion of time-

discounted regret. 

No Correlated Equilibria, Short Histories. We do not assume correlated equilibria nor do we 

assume the existence of a signaling mechanism. When long histories are available and some 

extra assumptions are made, game play can converge to correlated equilibrium even without a 

signaling mechanism. However, our real-world applications have short histories for which 

convergence cannot be assumed. 

Bounded Rationality. Unlike past work on inverse reinforcement learning that assume fully 

rational agents, we assume bounded rationality, i.e. players take actions whose payoffs are within 

_ percent of the action with best response payoff. 

No Knowledge of Outcomes. We assume that we only know the game history but nothing about 

outcomes. 

Best Response. We assume that all players have complete knowledge of the history of 

past events and that in each time period, players choose an action that is an approximate 

best response to the history (subject to the bounded rationality assumption). 

We define constraints whose variables represent the payoffs for each player under each joint 

action. Our constraints informally state that at each time point t in the past, each player i chose to 

perform the action for which he had the maximal expected time-discounted regret prior to time t. 

We also interpret these constraints as a myopic best response to the state of the world. This leads 

to a set of constraints with many possible solutions. We define three heuristics to estimate 

payoffs. 

(1) Centroid Solution (CBS). In CBS, the (approximate) centroid of the constraint polytope is 

picked as the solution. 

(2) Soft Constraints Approach (SCA). In SCA, we allow the rationality constraints to be 

violated but penalize such violations in the objective function used. 

(3) SVM-based Method (SVMM). In SVMM, we propose a heuristic method to map the payoff 

inference problem onto a support vector machine and build a separator that captures the payoff 

function we wish to learn. 

We implemented CBS, SCA, SVMM, as well as the recent ICEL algorithm (Inverse Correlation 

Equilibrium Learning) for comparison due to Waugh et al. in 2011. We compared all 4 

algorithms w.r.t. solution quality and run-time. On synthetic data where we knew the ground 

truth (because we generated player behavior using known payoff functions), we showed that 



SVMM outperforms both CBS and SCA w.r.t. both solution quality and run-time. We also 

compared CBS, SCA, and SVMM on two real-world data sets:  

(i) the Minorities at Risk Organizational Behavior (MAROB) dataset the contains data on 

terrorist group behaviors and related government actions and 

(ii) a much more fine-grained data set about the behavior of the terrorist group Lashkar-e-Taiba 

(LeT). 

 

Again, SVMM outperformed CBS and SCA. We then ran experiments comparing SVMM with 

ICEL. When we compare the ability of SVMM with that of ICEL to predict true behaviors from 

learned payoffs on the MAROB data, SVMM’s ability to predict behavior from the learned 

payoffs was much better than that of ICEL (median Spearman Correlation Coefficient of 0.7 for 

SVMM, compared to just 0.114 for ICEL). 

II.B Game-Theoretic Reasoning with Multiple Payoffs 

The research reported here was motivated by a concrete application: how can countries trying to 

rein in the terrorist group Lashkar-e-Taiba (LeT) come up with policies against them, especially 

if these policies need to be coordinated? In the case of a five-player game that we formulated for 

LeT (presented later), there were wide variations of opinion among experts on what to do about 

LeT with respect to, for instance, whether India should carry out covert action, carry out coercive 

diplomacy, propose peace talks, or just keep the status quo. Likewise, the United States has 

historically had multiple opposing viewpoints on whether to continue financial (development and 

military aid) to Pakistan, whether to carry out covert action against LeT, or do nothing. 

Analyzing the benefits of these actions even in the case of a single actor (e.g., only India or only 

the United States) has proven challenging. The main contribution of this work is a multiplayer, 

game-theoretic framework in which this specific problem can be solved. 

However, we wanted to come up with a general solution—one that is applicable to many 

different settings. For instance, there are many applications where the “payoff matrices,” usually 

one of the very first things needed in any game-theoretic framework, cannot be specified with 

accuracy. When asked about payoffs, multiple experts might express substantial disagreements. 

This is what happened with our LeT application. 

Approximate Equilibria for Multiplayer Games with Vector Payoffs: Games with multiple 

payoffs were introduced by Shapley in 1959. Shapley called them vector-valued games, and they 

have been extensively studied under various other names such as multicriteria games and 

multiobjective games. Unfortunately, for real-world applications such as the LeT application 

motivating this research, the computational cost of these past methods is too high. To address 

this, we introduce a novel combination of vector-valued games and approximate equilibria and 



define new types of approximate equilibria for games with multiple players and multiple payoff 

matrices. We design algorithms for computing such equilibria for zero-sum games and games of 

low rank. For the case of rank-1 games, we give a structural result and use it to design a simple 

algorithm for such games. For general games, we give an extension of the approximation lemma 

of Althofer for simultaneous games with multiple payoff functions (SGMs) and use it to design a 

quasipolynomial time approximation scheme (QPTAS) when the number of players in a game is 

constant (which is the case for our LeT game). 

Application of PREVE to Generate Policies to Reduce Terror Acts by LeT:  We apply this theory 

to a real-world application in which there are five parties including four governmental entities 

and the terrorist group LeT. The goal was to understand whether there were any pure (or mixed) 

equilibria in which the group’s terrorist acts could be significantly reduced. The five players 

considered are the United States, India, the Pakistani military, the Pakistani civilian government, 

and the terrorist group LeT.  

When it comes to the application of game-theoretic reasoning to international strategic elements 

with both state and nonstate actors, the situation becomes much more complex because 

identifying the payoffs for different players is an enormous challenge and experts vary widely on 

what these payoffs are. To address this application, we asked three internationally acknowledged 

world experts to give us payoff matrices—and we received three payoff matrices with substantial 

differences between them. Leveraging the theoretical constructs and results described earlier, we 

built a prototype policy recommendation engine based on vector equilibria called PREVE and 

used it to identify approximate equilibria in the multiple payoff game induced by the three expert 

payoff matrices.  The equilibria suggest that two actions will help cut down terror attacks by 

LeT: (i) discontinuing US aid to Pakistan, and (ii) covert action and coercive diplomacy by India 

toward Pakistan. 

II.C Game-Theoretic Geospatial Abduction with Adversarial Models 

Geospatial Abduction Problems (GAPs) were previously introduced by us to find a set of 

locations that “best explain” a given set of locations of observations. We call these inferred sets 

of locations “explanations.” There are many such applications in a wide variety of domains 

(military, criminology, conservation, epidemiology etc.) for which GAPs are useful. Our past 

work applied it to the prediction of locations of IED weapons caches in Baghdad and high value 

targets in Afghanistan.  

Our past work assumed that the adversary (the “bad guy” or the entity that wishes to evade 

detection) does not reason about the agent (the “good guy” or the entity that wants to detect the 

adversary). Despite this significant omission, we were able to accurately predict the locations of 

weapons caches in real-world data about IED attacks in Baghdad.  

In this work, we introduce adversarial geospatial abduction problems where both the agent and 

the adversary reason about each other. Specifically, our contributions are as follows. 



(1) We axiomatically define reward functions to be any functions that satisfy certain basic 

axioms about the similarity between an explanation chosen by the adversary (e.g., where the 

serial killer lives and works or where the insurgents put their IED caches) and define notions of 

expected detriment (to the adversary) and expected benefit (to the agent). 

(2) We formally define the Optimal Adversary Strategy (OAS) that minimizes chances of 

detection of the adversary’s chosen explanation and the Maximal Counter-Adversary strategy 

(MCA) that maximizes the probability that the agent will detect the adversary’s chosen 

explanation. 

(3) We provide a detailed set of results on the computational complexity of these problems, the 

counting complexity of these problems, and the possibility of approximation algorithms with 

approximation guarantees for both OAS and MCA. 

(4) We develop Mixed Integer Linear Programming algorithms (MILPs) for OAS and two 

algorithms, MCA-LS and MCA-GREEDY-MONO, to solve MCA with certain approximation 

guarantees. MCA-LS has no assumptions, while MCA-GREEDY-MONO assumes 

monotonicity. 

(5) We develop a prototype of our MILP algorithms to solve the OAS problem, using our 

techniques for variable reduction on top of an integer linear program solver. We demonstrate the 

ability to achieve near-optimal solutions as well as a correct reduction of variables by 99.6% 

using a real-world dataset. 

(6) We develop a prototype implementation that shows that both MCA-LS and MCA-GREEDY-

MONO are highly accurate and have very reasonable time frames. Though MCA-GREEDY-

MONO is slightly faster than MCA-LS, we found that on every single run, MCA-LS found the 

exact optimal benefit even though its theoretical lower-bound approximation ratio is only 1/3. As 

MCA-LS does not require any additional assumptions and as its running time is only slightly 

slower than that of MCA-GREEDY-MONO, we believe this algorithm has a slight advantage. 

 

 II.D Adversarial Reasoning about Network Behavior 

In 2008, A Revolutionary Armed Forces of Colombia, or FARC, commander named Nelly Avila 

Moreno (a.k.a. Karina) turned herself in to Colombian authorities in response to the 

announcement of a $1 million award for her arrest. Unlike expensive and risky operations to 

capture terrorists (such as Al Qaeda’s Khalid Sheikh Mohammed and the Kurdish PKK’s 

Abdullah Ocalan), Karina had been captured at minimal expense in terms of both financial cost 

and lives put at risk. The Shaping Terrorist Organization Network Efficiency, or STONE, 

software platform we developed is designed to identify a set of key operatives in a terrorist 

network whose removal would maximally defang the organization through a variety of reward 



programs and capture operations. STONE answers who should be the targets of the reward 

program and if a government wishes to destabilize a terrorist network and have funds to remove 

k people, which k people it should target. 

Such removal operations are essential to international security. Though world governments spent 

more than$70 billion fighting terrorism from 2001to 2008, reducing the number of transnational 

attacks by 34%, there was a net increase in terrorism fatalities by 67deaths per year during the 

same period. 

 Counterterror efforts have weighed strategic actions that try to address the root causes of 

terrorism by providing incentives to all parties to reach agreement, with many conducting 

strategic studies to reduce terrorism. However, strategic defeat of terrorist organizations is rare, 

despite some notable successes (such as the Provisional IRA in Ireland and Aum Shinrikyo in 

Japan). 

As a consequence, tactical actions aimed at destabilizing terror networks are still necessary 

today. STONE uses three novel algorithms: 

Terrorist Successor Problem (TSP).  When a terrorist r is removed, it identifies the probability 

that r is replaced by another terrorist v;  

Multiple Terrorist Successor Problem (MTSP). When multiple terrorists are removed from a 

network, it identifies the new possible networks that might arise, together with an associated 

probability distribution; and  

Terrorist Network Reshaping Problem (TNRP). It uses the results generated by MTSP to identify 

a set of k terrorists to remove from the network so as to minimize the expected efficacy of the 

resulting network.  In the terrorist networks we consider, each vertex (such as Abdullah Azzam) 

could have many properties, including a status property specifying if he is alive, dead, or jailed; a 

role property specifying whether he is a fundraiser, ideologue, or recruiter. In addition to the 

vertex properties, we also consider hostility of a vertex toward the West, capability to launch 

attacks, and blowback if captured. A property labeling ρ(v,p) tells us the value of property p for 

vertex v.  

 

However, STONE can work with any set of properties, not just these. Each vertex in the network 

also has a rank—coded from 1 to 10, with 10 being the highest; multiple people may have the 

same rank. We developed the STONE algorithms and tested them with the help of military, 

policy, and terrorism experts. 

The results were extremely promising. The STONE software was transitioned to ARL and the 

project was briefed at various security agencies in the Washington DC area. 



 II.E Game-Theoretic Disclosure Models 

In our past work, we developed temporal-probabilistic rules that are predictive of attacks by 

terrorist groups such as Lashkar-e-Taiba and Indian Mujahideen. One question that was raised by 

Nobel Laureate Tom Schelling was the following: how does the disclosure of these rules affect 

counter-terrorism operations? 

For this purpose, we developed a two player game-theoretic model in which the two players, 

naturally, are a defender (us) and an adversary (the terrorists). The defender has learned a set of 

behavioral rules about the adversary, but must decide which, if any, of them to disclose publicly.  

Underlying the game are four factors about the adversary. Mounting an attack of a certain type 

has a cost to the adversary as well as a benefit. The cost can be understood as the resources the 

organization must apply to carry out an operation, which could include operatives killed, as well 

as money and time spent on planning, logistics, and surveillance.  Likewise, each attack has 

some benefits to the attacker. The 2008 Mumbai attacks showed that the immense media 

coverage surrounding the attacks – more or less nonstop on all major TV and news channels 

worldwide for 3 days – was a huge benefit to LeT.  When terrorists successfully target symbols 

of their hated enemy (such as the Pentagon and World Trade Center in the United States or the 

Taj Hotel and Red Fort in India) they show their supporters and sponsors that they are strong and 

capable, increasing their fund-raising and recruitment from the masses of radicalized individuals.  

Terrorist groups can derive strategic benefits from mounting certain attacks. As former FBI 

Director Louis Freeh says in the foreword to a recent book on the IM, the Iranian Revolutionary 

Guard Corp (IRGC) was responsible for the 1996 attack on US servicemen in the Khobar 

Towers in Saudi Arabia which strained U.S.-Saudi relations. Over a decade earlier the IRGC’s 

close ally Hezbollah struck the U.S. Marine barracks in Beirut, causing the United States to 

withdraw from Lebanon and allow Hezbollah and its Syrian and Iranian sponsors to dominate 

that country.  The third factor is probability of success. Terrorists are not stupid – they do not 

want to die (or commit resources) without being successful. If they must die, they prefer to do so 

with a bang that takes many of their enemies with them. The fourth factor is defendability – the 

defender can defend well against certain types of attacks (e.g. attacks against transportation sites 

like airports and train stations) and less well against other types of attacks (e.g. outdoor public 

markets for example).  

Using these four factors as input, we first put ourselves in the shoes of the attacker. We asked 

ourselves: suppose a set D of behavioral rules (known by the defender about the attacker) are 

also known to the attacker, how would the attacker then act? What would he attack and what 

would he not attack? We assumed that if the defender reveals the set D of rules, then he would 

also take actions on the ground to convince the attacker that carrying out those types of attacks 

would have a much lower probability of success. For instance, there would be no point if the 

TSA asserted that they knew that Al-Qaeda terrorists were using shoe bombs, but did not check 

shoes systematically. In this case, the TSA’s knowledge of the rule would not serve as a 



deterrent. For a disclosure to serve as a deterrent, concrete action on the ground is needed to 

convince the adversary that we are serious. Based on this, our mathematical model computed the 

attacks the adversary would carry out. 

Once we understand what the adversary might do when different sets D of rules are disclosed, 

the defender can identify the subset Dmin of the true set Dtrue of learned rules that he should 

disclose publicly that minimize the expected impact of the attacker’s attacks.   

We were able to mathematically show the following significant results: 

 Disclosing no rules about an adversary is not always the best strategy.  

 Disclosing everything we know about an adversary is not always the best strategy.  

In general, our mathematical results to date show conclusively that the disclosure of behavioral 

models of terrorist groups must be strategic. We must carefully “game out” the benefits of 

disclosure versus the risks, and identify the set of disclosures that best deter the attacker. Of 

course, these results are mathematical. Most researchers, including us, have no way to explicitly 

engage the adversary. We do not know if they are listening carefully to our disclosures and if 

their actions (or non-actions) are due to our disclosures or due to something else, although 

research on how terrorist groups acquire information and learn suggests that effective terrorist 

groups systematically study the activities and capabilities of the states in which they operate and 

target.  It is understandable that intelligence agencies believe that keeping their findings secret 

will surprise the adversary. But our results indicate that this may not always be the optimal 

policy.  Strategic disclosures have played a strong deterrent role for centuries, and their value in 

the fight against terrorism has been previously noted.  New technology such as ours will provide 

better tools to assess the consequences of such strategic disclosures so as to make them a potent 

weapon in today’s battle against terrorism. 

 

II.F Other Contributions 

In addition, we made a number of other important contributions in this project which are briefly 

summarized below. 

 We considered a family of repeated bilateral games of incomplete information called “choice 

selection processes”, in which players may share certain goals, but are essentially self-

interested. We focused on road selection problems and described several possible models of 

human behavior that were inspired by behavioral economic theories of people’s play in 

repeated interactions. The results revealed that combining a hyperbolic discounting model of 

human behavior with a social utility function yields the best results. The prediction rate of all 

methods is summarized in the following table: 

 



 

Method Prediction 

Rational 45% 

Exponential 

Smoothing 

62.86% 

Hyperbolic 

Discounting 

64.17% 

Short Memory 60.33% 

 

 We modeled people's decision-making strategies during negotiation in two separate works. 

The negotiation is conducted in Colored Trail games. The Colored Trail (CT) family of 

games was designed by Kraus and Grosz in order to inhabit the middle ground between 

complex, real world task domains and the payoff-matrix abstractions of behavioral 

economics games.  It thus provides a realistic but modeling-tractable setting.  

 In a first work we studied a setting which involved an alternating-offer protocol that 

allowed parties to choose the extent to which they honored each of their agreements 

during the negotiation. The agent tried to predict how people reciprocate their actions 

over time despite the scarcity of prior data of their behavior across different cultures. 

Our methodology addresses this challenge by using classical machine learning 

techniques to predict how people respond to offers and the extent to which they fulfill 

agreements. We built different models for each culture. We used features such as past 

reliability and agreement benefit. The accuracy is as follows: 

 

Model / Population       Israel   Lebanon  U.S.  . 

Reliability                   84.127 (PUK)   97.5 (PUK)  85.7143 (PUK)  

Acceptance                 70.3883 (KNN:k=19)  75(J48)  73.5016 (KNN; k=9)  

 

 

In a second work we considered situations of repeated negotiation in incomplete information 

settings where players need to decide strategically whether to reveal information during the 

negotiation process. We used classical machine learning techniques to predict how people make 



and respond to offers during the negotiation, how they reveal information and their response to 

potential revelation actions by the agent. We used features such as (i) the number of chips 

needed to get from the current position of the player to the goal; (ii) the difference between the 

chips in the possession of a player and the chips it is given at the onset of the game. The 

accuracy of the prediction is as follows: 

 

Model    Predictor         Accuracy 

Accepting proposals  SVM (linear kernel)    71% 

Proposals   multi-class logistic regression  68% 

Revelations   multi-class logistic regression  72% 

 

 We consider the problem of designing automated strategies for interactions with human 

subjects, where the humans must be rewarded for performing certain tasks of interest [Azaria 

et al 2012b]. We focus on settings where there is a single task that must be performed many 

times by different humans (e.g. answering a questionnaire), and the humans require a fee in 

order to perform the task. We wanted to predict the price that needed to be offered to a 

worker so that he would agree to work on the task. We tested two methods for price 

elicitation: (1) Vickrey auction: A Vickrey auction is a sealed bid auction where each worker 

submits a bid and the worker with the lowest bid performs the task and is paid the amount 

requested by the second lowest bid. (2) We assume that the portion of workers that would 

accept an offer of x follows a sigmoidal distribution (in x). We approximated the distribution 

by choosing several points, then sampled a subset of workers and obtained their acceptance 

fraction for these points (different workers for different points) and interpolated the sigmoid 

from these values. We tested the prediction of both methods. The Mean Squared Error (MSE) 

of the Vickery based method was 0:46, which is extremely high, while the Sigmoid based 

method's error was only 0:18.This result suggests that price elicitation by sampling a subset 

of workers and interpolating a sigmoid is much more accurate than using a Vickrey Auction 

for the same purpose. 

 An important way to learn new actions and behaviors is by observing others, and several 

evolutionary games have been developed to investigate what learning strategies work best 

and how they might have evolved.  

 We have developed an extensive set of mathematical and simulation results for 

Cultaptation, which is one of the best-known such games.  



 Our results include a formula for measuring a strategy’s expected reproductive 

success, algorithms to compute near-best-response strategies and near-Nash 

equilibria, and techniques for efficient implementation of those algorithms.  

 Our experimental studies provide strong evidence for the following hypotheses:  

 The best strategies for Cultaptation and similar games are likely to be conditional 

ones in which the choice of action at each round is conditioned on the agent’s 

accumulated experience. Such strategies (or close approximations of them) can be 

computed by doing a lookahead search that predicts how each possible choice of 

action at the current round is likely to affect future performance.  

 Such strategies are likely to exploit most of the time, but will have ways of quickly 

detecting structural shocks, so that they can switch quickly to innovation in order to 

learn how to respond to such shocks. This conflicts with the conventional wisdom 

that successful social-learning strategies are characterized by a high frequency of 

innovation; and agrees with recent experiments by others on human subjects that also 

challenge the conventional wisdom. 

 Until recently, game-tree pathology (in which a deeper game-tree search results in worse 

play) has been thought to be quite rare. We have performed an analysis that shows that every 

game should have some sections that are locally pathological, assuming that both players can 

potentially win the game. We also have developed a way to overcome game-tree pathology 

in some cases, by modifying the minimax algorithm to recognize local pathologies in 

arbitrary games, and cut off search accordingly (shallower search is more effective than 

deeper search when local pathologies occur). We have shown experimentally that our 

modified search procedure avoids local pathologies and consequently provides improved 

performance, in terms of decision accuracy, when compared with the ordinary minimax 

algorithm. 

 We proposed an efficient agent for competing in Cliff-Edge (CE) and simultaneous Cliff-

Edge (SCE) situations. In CE interactions, which include common interactions such as 

sealed-bid auctions, dynamic pricing and the ultimatum game (UG), the probability of 

success decreases monotonically as the reward for success increases. This trade-off exists 

also in SCE interactions, which include simultaneous auctions and various multi-player 

ultimatum games, where the agent has to decide about more than one offer or bid 

simultaneously. Our agent competes repeatedly in one-shot interactions, each time against 

different human opponents. The agent learns the general pattern of the population’s behavior, 

and its performance is evaluated based on all of the interactions in which it participates. We 

propose a generic approach which may help the agent compete against unknown opponents 

in different environments where CE and SCE interactions exist, where the agent has a 

relatively large number of alternatives and where its achievements in the first several dozen 



interactions are important. The underlying mechanism we propose for CE interactions is a 

new meta-algorithm, deviated virtual learning (DVL), which extends existing methods to 

efficiently cope with environments comprising a large number of alternative decisions at 

each decision  point. Another competitive approach is the Bayesian approach, which learns 

the opponents’ statistical distribution, given prior knowledge about the type of distribution. 

For the SCE, we propose the simultaneous deviated virtual reinforcement learning algorithm 

(SDVRL), the segmentation meta-algorithm as a method for extending different basic 

algorithms, and a heuristic called fixed success probabilities (FSP). Experiments comparing 

the performance of the proposed algorithms with algorithms taken from the literature, as well 

as other intuitive meta-algorithms, reveal superiority of the proposed algorithms in average 

payoff and stability as well as in accuracy in converging to the optimal action, both in CE 

and SCE problems. 

 Corruption frequently occurs in many aspects of multi-party interaction between private 

agencies and government employees. Past works studying corruption in a lab context have 

explicitly included covert or illegal activities in participants' strategy space or have relied on 

surveys like the Corruption Perception Index (CPI). This work studies corruption in 

ecologically realistic settings in which corruption is not suggested to the players a priori but 

evolves during repeated interaction. We ran studies involving hundreds of subjects in three 

countries: China, Israel, and the United States. Subjects interacted using a four-player board 

game in which three bidders compete to win contracts by submitting bids in repeated 

auctions, and a single auctioneer determines the winner of each auction. The winning bid was 

paid to an external “government" entity, and was not distributed among the players. The 

game logs were analyzed posthoc for cases in which the auctioneer was bribed to choose a 

bidder who did not submit the highest bid. We found that although China exhibited the 

highest corruption level of the three countries, there were surprisingly more cases of 

corruption in the U.S. than in Israel, despite the higher PCI in Israel as compared to the U.S. 

We also found that bribes in the U.S. were at times excessively high, resulting in bribing 

players not being able to complete their winning contracts. We were able to predict the 

occurrence of corruption in the game using machine learning. The significance of this work 

is in providing a novel paradigm for investigating covert activities in the lab without priming 

subjects, and it represents a first step in the design of intelligent agents 
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